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1. Let (X,Y) be bivariate normal. Then (2X+43Y+4,
6X-Y-4) is bivariate normal.
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Could we go over "exchangeable random variables” with more details and slowly (I think we went a little bit fast on this concept during lecture 38)?
There's not much practice on this concept in our homework, so | don't have a specific question to ask, but could you maybe provide a sample question

about this concept and go over it?

Also, could you explain more about the appendix part in lecture 38's notes about identically distributed distributed random variables not being

exchangeable? Thanks!

Symmetry of a Joint Distribution

Let Xi,...,X, be random variables with joint distribution defined by
P(zy,...,2n) =P(X1 =21,...,Xpn = Ty)

The joint distribution is symmetric if P(z,,...,Z,) is a symmetric function of
(z1,...,2,). Equivalently, all n! possible orderings of the random variables
X1,...,X, have the same joint distribution. Then Xi,..., X, are called ez-
changeable. Exchangeable random variables have the same distribution. For
2 < m < n, every subset of m out of n exchangeable random variables has
the same symmetric joint distribution of m variables.
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7. Plant n apple seeds in a line. Each apple seed has a probability of p of growing into an apple
tree, independent of other seeds. Let X equal the number of adjacent pairs of apple trees.
(Note: If three adjacent apple seeds all grow into apple trees, count this as two adjacent pairs).

(a) Write X as a sum of indicators. Are your indicators exchangeable?

(b) Find E(X). . @' @

(c) Find Var(X)



(a) Let I; indicate an adjacent pair starts on the i trial. X = I, 4---4+1I,_,. These indicators
aren’t exhangeable since the joints aren’t all the same: for example P(I, =1, = 1) = p’

p
but P(I] = 1,[3 = 1) =p4.
(b) E(I,) =p? so E(X) = (n— 1)E(I,) = (n — 1)p*. \ tﬁ @3- -
(¢) E(LL) =p", E(I.]I;) = p'. P" AP to f-tz
EX)= (n- 1)3((,11) +2(n-2)E(LL)+2142+---+ (n - 3)|E(L| )

(n—1)p° +2n— 2+ (n-D-3) P
Var(X) = E(X"’) - [E(X)]i> =(n - l)p'z +2(n ~ 2)p3 ~{-(qaﬂu-3);"‘
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Hi Adam, | am wonder if you can go over the difference between convergence in probability, convergence in distribution, and almost sure convergence.

| think we briefly went over that in one of the sections.
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Could you cover the “meat and potatoes” of the course? just a rough review of the main concepts

A Cwiekaderbe’ ve Sedd tfevlec Sene wie.
> weklny eqettatior aul Yarlayce M tevw 1\
o Coudilonl eqelatiey g0 duditfon |

Velance



Forwwlas ©

£(d = E(e(x10))
Vo (d = E(ve (xjv)) + Ve E(xw\)

E Ler Uaualle) and X1V~ O ()
Recall E ex (&)= U 2 E(au)=V
Vav (Exe (_\3) 0> D Var(x1v) = U

Al E( @\ Vo (X)

E(=ElE(xu) = E(0) @

\lau(x) E(Vo. (x)ug + Ve (& (x)vﬂ
{ ]
vt ®

E(0") = Ve )+ E () t@
yll Q/Jz

VQJ(\A: '/:S -Ll/ ~ g/,z



Ayppaaix
Mo%+ ‘Qo\vt-l- noewals Aiael- owe 1y b upl‘lau(foin,s Que_

bvlae nowmal Lot % \\b»!\ab e Sblv.-l-
ol ™0 novwaaly > vivk- blw»lqﬁ‘-’_nomal,

vee Is « Syl exawgle,

. (Non-example of MVN). Here is an example of two r.v.s whose marginal
distributions are Normal but whose joint distribution is not Bivariate Normal. Let
X ~ N(0, 1), and let

1 with probability L
S = 2 1
—1 with probability 3

be a random sign independent of X. Then Y = SX is a standard Normal r.v., due to the
symmetry of the Normal distribution However, (X, Y)is
not Bivariate Normal because P(X + Y = 0) = P(S = —1) = 1/2, which implies that

X + Y can’t be Normal (or, for that matter, have any continuous distribution). Since

X + Y is alinear combination of X and Y that is not Normally distributed, (X, Y) is not
Bivariate Normal.
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