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You might need this
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Lasttime see til continuasdistributton

A continuous RV X has a probdensityfunct.de fat
where fat 30 and affeldt 1

PG a Fade o so Plz a P X a

E X EffG It

A chauseot scale is a transformation y MIT
of X The purpose is that it makes it easier to

calculate ECA and Var x It maps one density to another
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Today

briefly see4,5 CommutativeDistributionFunction CDF
Sec 4,2 ExponentialDistribution






































































































































briefly secs thummulatieDistributonfunction CDF

Let X be a continuous RV

FG P Xs x a number between O and 1

If far is a density of X

FLAP X D LECHde

FIFE X

E Un unit at

gig I
Fat flax v g

F

U

By FTC F x fat

consequently a densityfunction and
Cdf are equivalent descritionsof a RV






































































































































ER Exponentialdistributt

Defy A random time T has

exponential distribution
with rate

470
Tn ExpA if T has

density forget
to

else

a

Heat

FAT e
t I T
Sflads

T time until your first

Success whereas rate of

success






































































































































T time until a lightbulb burns
out

CDFandsurvivalfunction

TN Exp a fa IE't

Compute te CDF of I
FCA P TIE Sf s as
o o t

fads If ads
o

D
f O

He's If é't s

O

P Tat é't is

called the survivalfunction

Th Exp D if PCT D Et
since FAFÉMEE both

define distribution



Stat 134

Monday October 10 2022

1. GSI Brian and Yiming are each helping a

student. Brian and Yiming see students at

a rate of �B and �Y students per hour re-

spectively.

Let

B = wait time for Brian ⇠ Exp(�B)

Y = wait time for Yiming ⇠ Exp(�Y )

What distribution is T = min(B, Y )?

Hint: compute P (T > t)

a Exp(max(�B,�Y ))

b Exp(�B � �Y )

c Exp(�B + �Y )

d none of the above
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The memory less property

This property relates to the geometric and

exponential distributions

In words it says if you havent had

success yet then you can reset the clock to

zero

More formally

if Tn Exp x I fine until your first
success or arrival

the memory less property says

P Teat T e P OCT so tdt

T I given 9
you havent you have success

you have had success in small fine
Susie s in before time t interval after time 0

small interval
after time t area ddt

By the graph of T Eph Plostsdt
we see P COLT Cdt T ddt

ByBaye's rule P Teat t t

PHgII






































































































































Idt

I PLOT Cdt
Proving the memory less

properly of exponential

Interestingly

Only 2 distributions are

memory less

appendix
For discrete 8 1,33 Geometric

i

below

For continua T20 Exponential

t
Proof is
similar to
geom

we prove below in the annendit that

the only memoryless discrete distribution is geometric

















































































































Eddie for memory less in the discrete case
is a little different It says given that X j
then the chance x jfk is the same as
to unconditional probability that X K

DÉgom p is memoryless it

PA Jt K X j PCX K

Thy A discrete distribution X taking
valves 17,3 is memory less iff it

is Geom p where p PAD
Pff First we show that it X is

memory less with values X 1,33
then X is Geom P where p P x 1

For positive integers k j
Suppose PA KII X J PA K

FEET
P x ka P x 5 PA K



It follows from this that

P X j P x DJ for 5 1

This can be shown by induction
base case j I
assure true for j l

P x j P x j it e P x J IPAD
PI Y

pass
let 9 PA D
ten P X j É Xn Gaon I E

were P l E PED

Next we show the converse is true

If X r Geom P were p PAD then

X is memory less

Let Xu Geom P 8 82,3

P x Kt's Ix 5
P

Y1j


